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Outline

• City

• Helsingborg, Trieste, Paris, & Stockholm

• Data

• Passive Image Collection - GSV

• Active Image collection – Mobile Cameras

• Method

• Machine Learning & CNN

• Hands-on Demonstration 

• Image Classification

• Image Object Detection

• Image Segmentation



City

Helsingborg, Trieste, Paris, Stockholm



Study Sites



Study Sites

Helsingborg, Sweden

98, 693 panorama

Stockholm, Sweden

252, 024 panorama

Trieste, Italy

21, 201 panorama

Paris, France

354,400 panorama



City – Helsingborg

SAFETY, TIPPING POINT



Motivation

Crime and built environment



Hypothesis

Tipping Point Theory

Neighborhoods in bad physical condition will get progressively worse, whereas nicer areas will get better?



Data

Street view image Police Record Census data



Data - GSV

Overview of GSV data



Data - GSV

Perceived safe

Perceived unsafe



Data - GSV

Filter GSV data



Data – Police Record

Data source: Helsingborg Police Department



Data – Crime



Data – Demographics

Daytime population Age Unemployment rate Average income



Methodology – Perception

Neural Network Architecture



Methodology – Perception

GSV numbers by year



Result – Tipping Point Theory



Result – Tipping Point Theory



Data – Passive Collection

GOOGLE STREET VIEW



Street View Images

Image credit: Google



How Google collects data

❑ Street View Car ❑ Street View 
Trolley

❑ Street View 
Trekker



Street View Service

Image credit: wikipedia



Google Street View

Image credit: Google



GSV Perspectives

Natural view

Panoramic view



GSV API

Location

lat,lng

Key

Do not share with others!

https://maps.googleapis.com/maps/api/streetview/metadata?location={}&key={}

Example 1

https://maps.googleapis.com/maps/api/streetview/metadata?location=42.3590512,-71.0935996&heading=0&pitch=0&fov=90&key=AIzaSyAe4GS1GGuojfVkoNMrM1pWG6R8p0suChM


GSV API

Size

Max size: 640 * 640

Heading

0 - 360 degree

North: 0

East: 90

South: 180

West: 270

Pano

Unique panoID

Pitch

-90 - 90 degree

Straight up: 90

Stright down: -90

FOV

Max value: 120

Default: 90

Key

Do not share with others!

https://maps.googleapis.com/maps/api/streetview?size={width}x{height}&pano={}&heading={}&pitch={}&fov={}&key={}

location

Unique panoID

Example 2

https://maps.googleapis.com/maps/api/streetview?size=600x400&pano=DNOtuO9JFGB51xvtuS1INg&heading=0&pitch=0&fov=90&key=AIzaSyAe4GS1GGuojfVkoNMrM1pWG6R8p0suChM


Large-scale GSV Download Process

Download street network Generate request point Get image meta data Download image



Large-scale GSV Download Example

Download street network Generate request point



Tutorial for GSV collection
https://colab.research.google.com/drive/1o2cB5WuvF4vmsukeZsxTCx4ePr7jECpA?usp=sharing

https://colab.research.google.com/drive/1o2cB5WuvF4vmsukeZsxTCx4ePr7jECpA?usp=sharing


Data – Active Collection

MOBILE SENSEING, CAMERA



Self-collection

❑ Wearable Camera

GoPro

https://www.google.com/streetview/contacts-tools/

❑ Device❑ Vehicle Mouted



http://drive.google.com/file/d/1hW2IYGwXAN-GzfK20stkBni0qOSQwJPX/view
http://drive.google.com/file/d/1hW2IYGwXAN-GzfK20stkBni0qOSQwJPX/view


Method – Deep Learning

MACHINE LEARNING, NEURAL NETWORK



AI vs. ML. vs DL

Image source: Artem Oppermann
https://towardsdatascience.com/artificial-intelligence-vs-machine-learning-vs-deep-learning-2210ba8cc4ac



Machine Learning 



Machine Learning 

https://www.enjoyalgorithms.com/blogs/supervised-unsupervised-and-semisupervised-learning



Machine Learning

Three Key Components of ML:

1. Model
2. Loss Function
3. Optimization Method

• Learning as loss minimization



Machine Learning 

Linear Regression



Machine Learning 

Logistic Regression



Machine Learning

Neural Network



Training a neural network

For a fixed architecture, a neural network is a function 
parameterized by its weights

• Given
– A network architecture (layout of neurons, their 

connectivity and activations)
– A dataset of labeled examples

• The goal: Learn the weights of the neural network

Perceptron  - a single layer neural network

Neural Network - multilayer perceptron



Convolution

NN vs. DNN vs. DCNN



Why Deep Learning? 



Computer Vision Applications

❑ Image Object Detection



Computer Vision Applications

❑ Image Segmentation



Computer Vision Applications

❑ Image Super Resolution

• Reconstruction of the high resolution 
imagery from the observed low resolution 
image

• Applications: surveillance video, medical 
imaging, satellite imagery



Computer Vision Applications

❑ Style Transferring

Style Extraction Content Extraction Style-content synthesis



Computer Vision Applications

❑ Style Transferring for 
Image Generation



Computer Vision Applications

❑ Image Captioning
❑ Text-to-image Generation

https://vizwiz.org/tasks-and-datasets/image-captioning/



Learn more about ML/DL/CV?

• 6.036 Introduction to Machine Learning
• 6.S191 Deep Learning 
• 6.801 Machine Vision
• 6.819 Advances in Computer Vision



Hands-on session

IMAGE CLASSIFICATION

OBJECT DETECTION

IMAGE SEGMENTATION



Google Colab



Demo 1: Image Classification 

• Input: 224x224 images

• Output: 5x1 label vector
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ResNet

ResNet 121 architecture



ResNet

ResNet



Training Framework

Data Loader

Load images and labels
from file and split them
into batches

Model

Neural Network with
weights ready to be
trained

Train Loop

Loss Function

Difference between 
predicted and target value

Optimizer
Slow down or speed up 
learning rate

Backpropagation
Find weights in the model
and update them

Manage GPU Usage



Training Workflow
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Demo 1:Classifier

Go to Google Drive and Open Demo 1.ipynb



Demo 2: Image-to-Image Networks

• Architecture

• Input and output are both images

• Produced image compared to

target image pixel-by-pixel

• Has a narrow ‘bottleneck’ layer 

to encourage extraction of most important 

features

• Applications

• Style transfer

• Denoising

• Image abstraction

• Produce segmentations, masks



Image-to-Image Networks: Wind Heatmaps

Target

Network Outputs

Input



Demo 2:Image->Image

Go to Google Drive and Open Demo 2.ipynb



Demo 3: Object Detection

• COCO Dataset
• 330 000 images

• 91 object categories

• 250 000 people



Demo 3: Object Detection

• YOLO – ‘You Only Look Once’

Convolutional Neural Network

Input: 224x224 image

Output: 7x7x30 tensor



Demo 3: Detection

Go to Google Drive and Open Demo 3.ipynb



Demo 4: Image Segmentation

• ADE20k Dataset
• 27 000 Images, 3000 Object Categories, 150 Semantic categories,  193,238 annotated objects, polygon annotations

• By MIT CSAIL 



Demo 4: Segmentation

Go to Google Drive and Open Demo 4.ipynb



In-Class assignment

GSV Downloading and Image Segmentation



In-class Practice

(In Google CoLab)

1. Download GSV of a small area (or use images from the last GSV downloading assignment);

2. Using image segmentation to process these images, show the data structure of the mask of one 

image sample;

3. Calculate the ratios of some objects (tree, cars, etc.), and aggregate the results from all images

together. The final results could be, for example, the greenery ratio of all images of Mass. Ave., 

Cambridge.


